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Abstract

Wc examine the EM bias by using retracked  TOI’EX altimeter data. In contrast to

previous studies, we use a parametrization of the EM bias which does not make stringent

rwsrrmptions about the form of the correction or its global behavior,. We find that the

most effective single parameter correction uses the altimeter cstirnatcd  wind speed, but

that other paramctrizations,  using a wave age related parameter of significant wave

height may also significantly reduce the repeat pass variance. The different corrections

arc compared and their improvement of the ‘1’OPEX height variance is quant  ificd.

1. Introduction

Ocean altimeters, such as the TOPEX altimeter, measure’ the power weighted mean

surface height of the scatterers on the ocean surface. Experimentally, it has long been

known that, because the wave troughs arc brjghter  than the peaks for radar wavelengths,

the mean electromagnetic surface measured by altimeters is lower than the true mean sea

surface. This effect is known as the EM bias and WM first reported by Yaplee et al. [1971].

Subsequently, various investigators have tried to determine the behavior of the bias using

both tower and airborne experiments [Walsh et al., 1989], [Walsh et al., 1991], [Hevizi  ct

al., 1993], [Melville et al, 1991], and from satellite altimeter data itself (Born et al., 1982],

[I)ouglas and Agreen, 1983], [Ray and Koblinsky, 1991], [Witter  and Chelton,  1991], [1% and

(Hazrnan,  1991]. ‘J’he tower and airborne experimental results have never agreed exactly

with the satellite derived results. This may be due to several factors, of which we mention

three: 1 ) the tower and airborne data is not representative of the open ocean conditions; 2)

the altimeter data was corrupted with other geophysical effects, such as ionosphere delays or

or hit errors, which could be accidentally correlated to the bias itself due to the geographical

distribution of the error; 3)the parametrization of the bias itself was not correct.

The parametrization of the bjas has been a source of some controversy. The early

results took a constant fraction of the significant wave height, lfl/3. Later theoretical and

experimental developments have indicated that other parameters should be included. The

first theoretical explanation of the bias by Jackson [1979] suggested a connection to the sea
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surface skewness. ‘J’histhcoretical  explanation uscdgcometrical  optics scattering, as did tbe

later investigation of Glazman  and Srokosz  [1991], which suggested that the EM bias was

a function of the wave age for wind driven SCM. Rodriguez et al. [1992] showed that one

could not neglect diffraction eflects in the calculation of the bias, and that the modulation

of small waves by larger waves also played an important part in the determination of the

bias and its frequency dependence. In that paper, we also noted theoretical behavior at high

wind speed U which has been observed in experime)ltal  data [Walsh et al., 1991]. Ilascd

on empirical analysis of the Geosat  data, Witter al!d Chelton  [1991] have suggested that

the bias may, in fact, depend on 1Z113 nonlinearly. It seems to be a fair assessment of the

situation to say that the optima] parametrization is not yet resolved.

‘1’he TO1’Wi  data provide an excellent source for estimating the EM bias since long

wavelength errors, w}lich could contaminate the bias estimate, have been reduced (see this

issue) so that the EM bias signature is now clearer. In this paper, we estimate the magnitude

and functional dependence of the EM bias using a new technique which does not make strong

assumptions about the functional dependence of the bias. Furthermore, we use retracked

altimeter data [Rodriguez and Martin, this issue], whic}l  further eliminates contamination

due to processing biases. We examine several EM bias parametrization and assess their

eihcacy  by their ability to reduce the repeat pass variance, Both of the TOPEX frequencies,

.Ku and C band, are included in the analysis.

2. EM 13ias Estimation Procedure

On dimensional grounds, the EM bias must be of the form

(1)

where q represents (possibly multiple) dimensionless parameters characteristic of the ocean

conditions, and L i are length scales intrinsic to the c)ccan surface wave spectrum or the

boundary layer. Wind driven ocean spectra are characterized [Phillips, 1980] by an outer

length scale, typically proportional to U2/g,  an inner scale, given by the characteristics of

the small wave dissipation mechanism, and, possibly, an intermediate scale [Glazman  and
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Weichrnan,  1989] [Phillips, 1985] characteristic of wave breaking. The outer scale determines

the significant wave height (Hi/3),  which can be used to characterize it. The wave breaking

scale is probably a function of the wind speed (U)  and 111/3. The inner length scale is not

very well understood, but there are indications [Jaehne  and Ricmer, 1990] that it may bc a

weak function of both U and 111/3.  For situations w}~cre swell dominates, the suitable length

scales arc the SWCI1 amplitude, whic,}l determines 111/3,  and its wavelength.The altimeter

has access to only one length scale of the surface, 1[1/3, which is characteristic of the outer

is}~cct.ral  scales and, therefore, wc usc it, as our characteristic length scale.

While there arc various possible parameters characteristic of sea surface conditions (such

as temperature), there are only two non-dimensional quantities which can be constructed

from the altimeter measurements. The first quantity, the effective surface slope variance,

can be obtained through measurements of Uo, the normalized radar cross section, which, for

nadir incidence, is a strong function of the slope variance. Rather than use this quantity

dircct]y,  we use the altimeter dctcrrnined  wind speed, U, which it determines uniquely. This

is in accord with the classical results of Cox and Munk [1954] who showed a near-linear

relationship between the surface slope variance and the wind specd,It  also agrees with

the parametrization used to determine the empirical behavior of the EM bias by Walsh

and  coworkers [Walsh et al., 1991] and by MelviUe  and coworkers [Melville et al., 1991]. To

determine the wind speed from the O. mcaauremcnts,  wc used the wind speed model function

derived by Witter and Chclton  [1991] for the Geosat  altimeter and the a. measurements in

t“he TOPEX Geophysical Data Record (GDR). There are some questions about the relative

calibration between TOPEX and Gcosat  (P. Callahan, private communication), so that the

wind speed shown here may not be the same as would bc derived from Geosat  data. This

will not be of great importance, since the wind speed is merely used as a data derived

parameter, which is a nonlinear function of cro. As long as the relationship is one-to-one,

no information will be lost and the correction based on the GJ)R a. may be applied, and,

fclr the convenience of the GI)R user, wc have parametrized our results with the GDR  U.

al~d the published Witter-Chelton  [] 991] wind speed model.
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The other non-dimensional quantity which can be derived from the altimeter measure-

ments,  the “pseudo-wave age”, is proportional to the ratio of the wind kinetic energy to the

wave potential energy:

p ~ .--,!??

{

(2)
9111  /3

‘1’his quantity has been used to characterize the wave age for developing waves [} Iasselman

et al., 1976] [Glazman  and l’ilorz, 1990], and is thus a determinant of the outer scale of the

wave spectrum. lIh and Glazrnan  [1991] have shown that the Geosat altimeter repeat pass

height variance could be reduced by including a function of p.

Finally, Witter and Chelton  [1991] have presented evidence that the functional depcrl-

dencc of a for Geosat  might be also a function of H] 13 itself ,“” While hard to justify on

dimensional grounds, this correction proved .ernpirical]y  successful and we also examine it

here.

Of course, due to wind-wave coupling, these three parameters are far from being in-

dependent, especially for wind driven se=. Figure 1 presents the empirical correlation

cocfhcient  between these parameters as a function of latitude for the data set used in this

study. This figure shows that the wind speed and p are always highly correlated, while

the wind speed and Hi/3 are more correlated at higher latitudes, where most of the wave

generation is local, than at the equatorial zone, where outside swell can dominate the locally

generated waves.

We model the observed altimeter height as

(3)

for the ith pass, where hT is the true sea surface height and n represents measurement

noise, Taking the differences with the sea surface heights measured by the next pass over

the same region, and assuming that the sea surface height has not changed, the repeat pass

difference will  be given by

(4)
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Notice that this assumption is better for I’OPRX, whose repeat pass period is ten days,

tha~l for Geosat,  which had a sevcntccn  day repeat pass period.

To make further progress, we parametrize the function a as follows

N

a(q) = ~ crnfrt(7]) (5)
i=O

where the an are unknown constants obtained by minimizing the repeat pass variance. The

basis functions, jn, have traditionally been taken to be low order polynomials in T]: IIorn

et al. [1 982] and l)ouglas  and A green [1 983] choose J,, to be a constant, while Walsh et at.

[1 991] and Melville et al. [1991] have taken it to be a second order polynomial in U. W e

believe this assumption may overly co~lstrain  the functional form of a and prefer to use

local (in 71) basis functions , rather than the nonlocal polynomials. We have chosen the

linear interpolation basis functions defined by

(6)

when t,hc result is positive, and zero otherwise. ‘1’he  basis functions were separated by

uniform intervals in q:

7],, = 7LA7)  + 1)0 O<Ib<N (7)

‘1’able  1 presents the values used for A7/, qo, and N for the various geophysical parameters

used,

‘J’he use of localized basis functions allows for an

a as long as the separation between basis functions

arbitrary functional dependence in

is such that Acr/a << ATj/q. T h e

disadvantage of localized basis functions is that many more fitting parameters need to be

(Cstilllated  than for global basis functions. lIowever,  we have used twenty-three cycles of

‘1’01’EX data for our fitting, so that the formal errors in the parameters are quite small

compared to the desired accuracy.

An alternate method for determining the functional dependence of the I;M bias on a

surface parameter was proposed by Witter alld Chelton  [1 991]. In their  method, a mean

ocean surface is constructed using the available data. The sea surface height differences of
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each repeat pass with respect to this mean surface are then binned against the value of the

parameter for the given pass, and the results arefit as a linear function of the difference

betwecll llli~for  that pass minus thcmean  value ofllli~.  IJ1 this procedure, aseparatca

is derived for each parameter bin. l’rom equation ( 3 ), the height difference will be given

by

}L(i)--  <h>= cx(q(1))H\~3-  <c477)l~I/3> (8)

where <> indicates averaging over all t}le passes. It is not clear that, in general, this

expression is a global function of ?)i only. ]n particular, correlations between q and 11113, or

geographical dependence of the mean values can introduce unwanted artifacts. Nevertheless,

as was shown by Witter and Chelton  [1991], it is possible to use this tcchniquc  to detect

nonlinear trends in the behavior of a with q, although the universality of the derived

functional form is not guaranteed.

We used the retrackcd  sea surface heights described by Rodriguez and Martin (this issue)

to avoid introducing the unwanted systematic effects found in the q’01’EX Geophysical

IJata Record (GDR). To reduce the effects of surface dynamics, we used only repeat pass

differences between cycles neighboring in time. The data set consisted of retrackcd  heights

for cycles 3-27 (excluding cycles 20 and 16), including the GI)R tropospheric and tidal

corrections.

As was first reported by P. Gaspar  in the TOPEX verification meeting (persona] commu-

nication), the estimated F,M bias depends strongly on what fraction of the inverse barometer

correction is applied. The inverse barometer correction accounts for the static depression

of sea level due to atmospheric pressure loading. Since t}le ocean response is dynamic, it is

not clear exactly how this correction should be applied. Wahr et al. [1993] found that the

Geosat  sea surface height variance was minimized w}lcn only 60% of the static correction

was applied. In this study, we varied the percent of the correction applied and, as we report

below, found that for TOPEX the variance is minimized when the full static correction is

applied. This agrees with independent results obtained by 1,. kh and coworkers (private

comlnunication)  using minimization of cross-over differences.
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‘1’}Ic  ionospheric correction potcnti; “ has a large impact on the cstimatecl NM bias. As

wc show below, this is not important at Ku-halld.  }Iowever,  we found that for the C-hand

altimel,cr,  IIot applying the correction results in unphysical estilnates  for the magIlitude

and sign of the EM bias due to the accidental correlation between the ionospheric electron

(contc]lt  and the geographical distribution of significant wave height. q’he results presented

lherc were obtained after applying the ionospheric. correction. This is not without its dangers

since the ionospheric correction is obtained from the difference between the Ku- and C-band

ra~lges, and is thus potentially incestuous. Ilowever,  as shown by D. lmel (this issue), there

is good agreerne]lt  between the TOI’I;X  ionospheric measurements and the independent

IIOIUS measurements. In addition, the corrections are derived from the altimeter }ieigbt

estilnates,  while we usc the retrackcd  height estimates. Nevertheless, to test the validity of

this approach, we compared the estimated EM bias when the ionosphere was weak (height

correction less than 4 cm), using or witholding the ionospheric correction, and found good

agreement with our estimates using the full data set. As a further precaution, we neglected

aJIy set of passes whose variance was greater than 400 cm2 when averaged over the entire

data set.

q’o estimate the fitting cocficients,  we used the sequential Householder accumulation

Illcthod described by Lawson and Hanson [1974]. We estimated the number of independent

samples by empirically deriving the sca surface height correlation function and estimating

t’he c.orrclation distance. As a compromise between different geographical regions, we as-

sumed that an independent sample was obtained every 36 scc (or approximately 200 kin)

and subsamp]ed  the data accordingly.

3. Results and Discussion

We estimated both the EM bias correction and the residual

applying the Ku- and C-band EM bias corrections used in the

bias left in the data after

GDR.  The functional fits

for the GI)R sea surface heights, which are basically the sea surface heights for the Ku-

band altimeter, are presented in Figure 2 for the three fitting parameters discussed above.

l’igure 2a shows shows that the wind speed dependence of the fitting function follows the
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G])]{ Ku-band model function quite closely in the wind speed region for all wind speeds,

but  there are some significant deviations for small and large values of wind speed. q’}lese

same deviations appear in the fit to the residual, providing an independent confirmation of

the fitting result.

q’hc results of following the Witter-Chelton  procedure for estimating the bias are also

shown in l’igure 2, While the agreement for the estimated bias is poor, especially for regions

where low wind speeds dominate, t}le agreement for the estimated residual correction is

good. This seems to indicate that the assumptions implicit in the Witter-Chelton  method

lnay introduce systematic. differences when t}ie wind speed is small compared to the average

occa.11 wind speed (W 7111/s).

l’igures 2b and 2C show the estimated behavior of the EM bias as a function of pseudo-

wave age and significant wave height. ‘1’he  pseudo-wave age behavior mimics approximate y

the wind speed be}lavior,  which is what one would expect if there were no additional 11,13

dependence of the EM bias and significant wave height and wind speed were uncorrelated:

i.e., if the ocean were swell dominated. !l%e behavior of the bias with 111/3 seems to be

cluite  ul~physical  and we argue below that this may be due to instrument error.

g’able 2 presents the reduction in repeat pass variance after applying various corrections.

‘1’he correction implemented on the GDR  indeed reduces the variance and the variance

reduction is maximized when the full barometer correction is applied, k’rom figure 2a, we

expect that given the mean ocean wind speed (W 7m/s) and 1/113 (W 2111)  the order of

magnitude reduction should be cm the order of N (5cn~)2 , rather than the observed value

N (3.5c111)2.  l’he wind speed correction seems to give marginally better variance reduction

than any of the other single parameter correction S(W (5.6cm)2),  while all of the parameters

give approximately equivalent variance reduction when applied as residual corrections to

the G DR EM bias correction.

l’igure 3 shows the effect of the ionospheric correction and the inverse barometer cor-

rection on the estimated Ku-band EM bias. As expected, the ionospheric correction has a

small effect. On the other hand, the inverse barometer effect has a substantial impact on
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t}lc  estimated bias. I’his is probably due to the correlation between surface pressure and

wind speed or significant wave height.

‘1’o further c.l~aracterize the bias, we subdivided the data into three latitude bands cor-

responding roughly to the southern (--66° to -200), equatorial (–20° to 200), and northern

(20° to 66°) oceans. IOgure  4 presents the results for the fitting function and Table 3 for

the variance reduction. The wind speed dependence of the bias and its residuals exhibits a

uniform behavior throughout the globe, with t}le exception of the high wind speed behavior

ill tile equatorial band, IIowever,  the Ilumber of data points in this range is so small that

the results are probably not statistically significant.

‘1’hc  pseudo-wave age dependence of the l;M bias, on the other hand, exhibits signifi-

cantly  different behavior in the equatorial region. ‘I’he dependence on p has the same form

as in the higher latitudes, but the correction is about 1 /270  greater in the equatorial region.

‘.l’his is probably duc to the fact that this parameter is relevant  for wind driven seas and the

significant wave height in the equatorial region may have a strong swell component which

was gcncratcd  outside the region.

‘1’he significant wave height behavior of the estimated bias and the residual bias behaves

in a fashion which is not consistent for any of the latitude bands. Furthermore, the formal

cstilnation  errors are much greater than for the other two parameters, and the variance

reduction is smaller, indicathg  that there is a great deal of scatter in the trend. These

observations suggest that we are observing an effect which is not driven by ocean physics

but, rather, by some possible instrumental effect. The magnitude of the effect cannot be

accounted for by the differences found between the GI)R and retracked  heights [Rodriguez

and Martin, this issue]. In fact, the significant wave height dependence  estimated using the

G1)R height exhibits trends which are quite similar to the ones reported here. We have not

yet found an explanation for this behavior.

We have also examined EM bias functional forms which depend on two parameters.

Since the significant wave height and wind speed are correlated, it is not possible to obtain



reliable estimates for a full two-dimensional fitting function. We have adopted the ansatz

(9)

where a and /3 are different functional forms and 7] and < are different parameters. Table 2

S}1OWS that applying this correction reduces t}~e repeat pass variance  by a small amount

which may not be statistically significant. The shape of the estimated curves does not

change much when the parameters are U and lfl/3. IIowever,  when the parameters are

U and p, one notices that, away from the equatorial region, the low and high wind speed

behavior seems to agree more closely with the experimentally observed behavior, while the

p contribution is greatest for small  (large wave age or swell domination) and large (small

wave age) values of p, while for the most commonly oc.curing values of wave development.

‘In the equatorial region, however, a significantly different trend is observed, again probably

indicating the different relationship between wind and waves in this region.

}rigure 6 and Table 4 present the EM bias estimation results for the C-band altimeter.

‘1’his behavior is qualitatively similar to the one for l{u-band.  IIowever,  there is a slower

tapering of the bias with increasing U and p. l’his agrees qualitatively with experimental

results [Walsh et al., 1991]. IIowcver,  the overall level of the bias seems to be lower than the

ones observed. l)ue to the uncertainties introduced by the application of the ionospheric

correction, we cannot assess how significant this is. However, Table 2 shows that applying

the correction estimated here significantly reduces the C-band repeat pass variance.

4. Conclusions

We have examined the EM bias for the TOPEX altimeter as a function of various

parametrization and frequencies. ‘l’he bias correction applied to the GI)R data provides and

cflective correction in the sense that the repeat pass variance is reduced. IIowcver,  slightly

diflerent.  corrections, based on a variety of geophysical parameters provide even greater

variance red uction. Perhaps the simplest correction, and the single parameter correction

which most reduces the repeat pass variance, is a correction based on the estimated wind

speed alone. We give the numerical values for the fitting parameters for this parametrization



in ‘1’able 5. IIowcver,  other corrections based on pseudo-wave age and 11113 also see]n to

provide si:nilar amounts of vzzriance reduction. The  correction based on 111/3 does not

seem physical in that it varies significantly between hemispheres. It may be related to

~an instrument effect, but we have not been able to account for it. The  pseudo-wave age

correction shows uniform behavior away from the equatorial region, but  its behavior changes

iII  this region. We argue that this may be due to the presence of swell. including two

parameters into the fit does not significantly reduce the repeat pass variance.
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Figure Captions

Figure 1: Correlation coefficient between the wind speed and p (diamonds) or 111/3

(~)luscs),  as a function of latitude. Note the latitudinal depcndcncc  of the correlation with

lf113, indicating the prcscnc.e of non-locally generated waves in the tropics.

Figure 2: Estimated EM bias parametrized as a function of wind speed (a), p (b), and

lJ1/3 (c). The dashed lines are the fiting functions for t}le estimated EM bias correction

(crosses) and the residual correction to the GDR  data (diamonds). The estimates for the

same quantities using the method of Witter and Chelton  are given by the triangles and

squares, respectively. (a) also shows the GI)R  EM bias correction, Notice that it dots

not }Iavc t}lc quadratic. form described in the G1)R handbook. This is duc to the relative

miscalibration  of TOPF, X and Gcosat,  and its impact on the Witter-Chelton  wind speed

mode] function.

Figure 3: The eflccts of not applying the ionospheric correction (diamonds), or applying

60% of the tropospheric correction (squares) on the estimated wind speed dependence of

the ltM bias.

Figure 4: l,atitude  dependence of the EM bias estimates parametrized as a function

of U (a), p (b), and 111/3. The upper pannel  shows the effect on the NM bias correction,

w}lilc the lower panncl  shows the effect on the residual correction.

Figure 5: Estimates of the simultaneous U (upper pannel)  and p (lower pannc])  dcpen-

dancc of the EM bias. ‘l’he latitude bands are –66°- --20° (crosses), –20°- 20° (triangles),

and 20°-66° (diamonds).

Figure 6: As in Figure 2, but for the C-band altirnetcr.
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l’aramctcr N ?)0 Aq
-—— .— .——_— —_

u 17 1 m/s 1 m/s

P 16 0.15 0.15

19 0.5 m‘]1 i~ _ .  . _ _ —  - - - - - - - -0.5 m

‘1’able 1: Number of basis functions (= N + 1), minimum value of the fitting for the lowest

basis function (?).), and separation between t}le centers of each basis function (Aq), for the

three fitting parameters: wind speed (U), pseudo-wave age (p),  and significant wave height

(~11/3).



Correction %oflnversc  llarometer  VarianceReduction  (CIn2)
_— —-. ———. —

TO}’EX G])]{. 100 12.1

TOPEX GDR 60 4.1

TO1’RX (21)1{ o -80.2

u 100 31.4

u 60 24.9

TOPltX  GDR & U 100 31,5

_ . .  _
&Yll/3

100 30,2

‘J’OPII;X  GDR & —
&

100 31.6

JII13 100 30.4

qo]~]l;x  G])]{  & 11]/3 100 31.3

lJ & - - - -
@m

100 31.9

‘1’OPIIX GDR & lJ &
&

100 31.9

IJ & 11113 100 32.0

‘1’0PJ2X  GDR & U & lfl/3 100 31.9

‘l’able 2: TOP13X  SS11 variance reduction for rarious  EM bias corrections. The raw variance,
2 g’he percent of the inverse barometer effectwithout any EM bias corrections, is 134.8cm .

correction applied is also varied. The TOPNX  GDR  ionospheric correction has been applied

throughout.



Correction Variance Reduction cm2

-&j”- –200 ],at. –20°- 20° Ijat.

[J 34.9 19.2

P 33,1 19,3

~11/3 33.4 18.7

u&-.A%Z3 35.4 20.0
.x

Table 3:

20°-66° l,at.

37.7

39.8

37.3

38.8

Variance reduction for various corrections segregated by latitude bands, The repeat

variances without any NM bias correction are given by 152.4cm2, 90.4cm2, and 148.0cm2,

in the same order as the onc used in the table above.

.— .-— —
Correction Variance Reduction (cn)2)

TOI’EX  G1)R 15.9

u 38.8

‘1’01’lLX  GDR & U 39.1

—.——A 38.4

‘J’()]’EX GDR &
*

39.2

111/3 37.5

qTOPEX GI)R & 1~1/3 39.1—

‘l’able 4: TOPEX C-band SSH variance reduction for rarious  EM bias corrections. The

raw variance, without any EM bias corrections, is 147.4cm2. ‘l’he full inverse barometer

correction and the TOPEX GI)R ionospheric corrections have been applied throughout,

Any repeat pass pass whose variance, averaged

than 400 c]n2 has been rejected.

over all the cycles of data used, is greater



I

cl,, OCYn

-1.599 2.4 X10-3

(J,,

1.0
-1.218 2.0 X] O-32.0

-1.424 1.7 X]()-33.0

-1.734 1.5 X1 O-34.0

5.0 -1.996 1.3 XI O-3

-2.344 1.2 XI O-36.0
-2 .490  1.2 Xlo-”37.0

8.0 -2.540 1.2 Xlo-3
-2.645 1.2 Xlo-39.0

-2.644 1.2 x]o-3

- 2 . 5 4 9  1.2 xlo-”3

-2 .366  1,2 X] O-3

-2,216 1.3 X1 O-3

10.0
11.0

12.0

13.0

-2.028 1.3 x]o-314.0
15,0 -1.689 1 . 3  X]()-3

-1.593 1.7 X1 O-316.0
17.0 -1 .516  1,9 Xl O-s

-1.485 2.4 x]o-318.0

‘l’able 5: k’itl,ing  coefhcients for the wind speed basis expansion. The last parameter is tllc

1 a formal estimate of the error of the fitting parameter an, Un arc the centers for the linear

interpolation basis functions
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Wind Speed Dependence of EM Bias
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Pseudo-Wave Age Dependence of EM Bias
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